
APMA 1650 – Homework 3

1. You have a bag containing r red marbles and g green marbles. (Both r and g are
positive integers.) You draw marbles from the bag, but there is a twist! Each time
you draw a marble from the bag, you replace it and add another marble of the same
color. (You never run out of marbles to add to the bag.)

(a) What is the probability of getting a red marble on the first draw?

Since there are r red marbles and r+g total marbles, and there is equal probability
of drawing any marble, the probability of a red marble on the first draw is r/(r+g).

(b) What is the probability of getting a red marble on the second draw?

You can do this with the law of total probability. Let R1 and G1 be the events
that we draw red or green on the first draw, and R2 and G2 be the events that
we draw red or green on the second draw. We are interested in P(R2). Note that
{R1, G1} is a partition of the sample space, since our first draw must be either red
or green. Using the law of total probability with this partition, and filling in the
appropriate probabilties based on what happens to the bag after the first draw:

P(R2) = P(R2|R1)P(R1) + P(R2|G1)P(G1)

=
r + 1

r + g + 1

r

r + g
+

r

r + g + 1

g

r + g

=
(r + 1)r + rg

(r + g + 1)(r + g)

=
r(r + g + 1)

(r + g + 1)(r + g)

=
r

r + g

which is the same probability as for the first draw! If you prefer, you can do this
with a tree diagram, which gives the same result.

(c) Make a guess for the probability of getting a red marble on the nth draw.

If the first two draws have the same probability of getting a red marble, it stands
to reason that every draw will have the same probability of getting a red marble,
so we will guess that the probability of a red marble on the nth draw is also
r/(r + g). This can be proven by induction.

2. You decide to use an ATM to get cash before leaving for vacation. Unfortunately, when
you insert your ATM card, you realize you have forgotten your PIN (4-digit password).
On the bright side, you know that it is one of 10 PINs which you use. You decide to
try your PINs uniformly at random, never retrying a PIN you have already tried. The
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ATM will disable your card after 3 incorrect attempts. What is the probability that
you get your PIN correct before your card is disabled.

A tree diagram is probably the best way to see this. Indicating a correct guess by Y
and an incorrect guess by N we have the tree:

For the probability of getting it right on the first three tries, add up the branches that
end in Y to get

1

10
+

1

10
+

1

10
=

3

10
Alternately, we can think of it this way. Indicating the results again by Y and N:

P(right in first three guesses) = P(Y ) + P(NY ) + P(NNY )

=
1

10
+

9

10

1

9
+

9

10

8

9

1

8

=
3

10

Note that the success probability increases with each guess as you eliminate the un-
successfull PINs from your list. If you were allowed 10 guesses, and the first 9 were
incorrect, you would be guaranteed to get it right on the last guess since you had nar-
rowed the possibilities down to one by process of eliminiation. These are not Bernoulli
trials, because the probability of success changes with each trial. Thus we cannot
model this with a geometric distribution.

3. The eight Ivy-league schools (Brown, Columbia, Cornell, Dartmouth, Harvard, Penn,
Princeton, and Yale) are having a badminton tournament. In the first round, the teams
are paired off uniformly at random. How many possible outcomes are there for the
first round? An “outcome” specifies both the team parings and the winners. Here is
one such outcome:

• Brown beats Yale
• Dartmouth beats Harvard
• Princeton beats Penn
• Columbia beats Cornell
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I can think of at least two ways to do this, so I will show both of them.

(a) This method uses multinomials. The first thing we will do is use the multinomial
coefficient to divide the 8 teams in to four distinct groups of 2. The number of
ways to do this is (

8

2 2 2 2

)
=

8!

2! 2! 2! 2!

We can think of this as dividing the teams into a first group, a second group, a
third group, and a fourth group. In other words, when we use the multinomial,
order matters! But we don’t want order to matter, since all we care is who plays
whom. To make order not matter, we divide by the number of ways of permuting
the 4 groups, which is 4!. So the number of pairings, where order does not matter,
is: (

8
2 2 2 2

)
4!

=
8!

4! 2! 2! 2! 2!

Now we need to account for the result of each match. For each match, there are
two possible outcomes. Each of the possible pairings involves 4 matches. So for
each pairing, there are 2 · 2 · 2 · 2 = 24 possible outcomes. Thus to get the total
number of possible outcomes, we multiply the number of pairings by the number
of outcomes per pairing to get:

8!

4! 2! 2! 2! 2!
24 =

8!

4!

(b) Another way to think of this is with permutations. For convenience, we will
designate the teams by the letters A - H. Let’s form strings from the 8 letters.
There are 8! strings composed of the letters A - H since all letters are distinct
and order matters. Let’s look at one of them. Consider the string ABCDEFGH and
write it with dividers as:

AB|CD|EF|GH

Let’s call the things separated by dividers “bins”. We will say that this denotes
the outcome: A beats B, C beats D, E beats F, G beats H. But we can swap
around the pairs, and get the same outcome. For example, the string

CD|AB|EF|GH

specifies the same outcome. How many different strings correspond to the same
outcome? We can swap around the bins however we want without affecting the
outcome. Since there are 4! ways to permute the 4 bins, we divide by 4! to get

8!

4!

total outcomes.
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4. You are the quality control manager for the Acme Widget Company. You have three
factories which produce widgets. The table below gives the fraction of the total widget
production allotted to each factory as well as the fraction of defective widgets produced
by each factory.

Factory Fraction of total production Fraction of defective widgets

A 0.20 0.020
B 0.30 0.010
C 0.50 0.005

You test a randomly-selected widget and find that it is defective. What is the proba-
bility that it came from Factory A?

Let A, B, C be the events that the widget came from those factories, and let E be the
event that the widget is defective. We are looking for P(A|E) Then by Bayes’ theorem
and the law of total probability:

P(A|E) =
P(E|A)P(A)

P(E)

=
P(E|A)P(A)

P(E|A)P(A) + P(E|B)P(B) + P(E|C)P(C)

=
0.020 · 0.20

0.020 · 0.20 + 0.010 · 0.30 + 0.005 · 0.50

=
0.004

0.0095
≈ 0.42

5. Suppose your 5-card poker hand contains at least 2 aces, what is the probability that
it contains all 4 aces? You may leave your answer in terms of binomial coefficients.

The best way to approach this problem is using Conditional probability,

P(B|A) = P(A ∩B)

P(A)

Where B is the probability your poker hand has 4 aces, and A is the probability your
hand has at least 2 aces in it already.
Luckily P(A∩B) is pretty simple since the only time you have at least 2 aces, and all
4 aces, is when you have all 4 aces, so P(A ∩B) = P(B) so now all we want is:

P(B|A) = P(A ∩B)

P(A)
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Recall from last weeks homework P(B) = 48

(525 )
and the probaility of having at least 2

aces in your poker hand is seen my adding the probability of exactly 2,3,and 4 aces,
or by taking the compliment which is the probability of having 0 or 1 ace. Either way

P(n aces) =
(4n)∗(

48
5−n)

(525 )

Substituting into our above equation:

P(B|A) = P(A ∩B)

P(A)
=

48

(525 )

(42)∗(
48
3 )

(525 )
+

(43)∗(
48
2 )

(525 )
+ 48

(525 )

=
48(

4
2

)
∗
(
48
3

)
+
(
4
3

)
∗
(
48
2

)
+ 48
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