Analysis of the boundary conditions for the
ultraweak-local discontinuous Galerkin method of
time-dependent linear fourth-order problems
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Abstract: In this paper, we study the ultraweak-local discontinuous Galerkin (UWLDG)
method for time-dependent linear fourth-order problems with four types of boundary condi-
tions. In one dimension and two dimensions, stability and optimal error estimates of order £+ 1
are derived for the UWLDG scheme with polynomials of degree at most k (k > 1) for solving
initial-boundary value problems. The main difficulties are the design of suitable penalty terms
at the boundary for numerical fluxes and the construction of projections. More precisely, in
two dimensions with the Dirichlet boundary condition, an elaborate projection of the exact
boundary condition is proposed as the boundary flux, which, in combination with some proper
penalty terms, leads to the stability and optimal error estimates. For other three types of
boundary conditions, optimal error estimates can also be proved for fluxes without any penalty
terms when special projections are designed to match different boundary conditions. Numerical
experiments are presented to confirm the sharpness of theoretical results.

Keywords. Fourth-order problem, UWLDG method, Boundary conditions, Optimal error
estimates.
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1 Introduction

In [28], Tao, Xu and Shu developed the ultraweak-local discontinuous Galerkin (UWLDG)
method for partial differential equations (PDESs) involving high order spatial derivatives with
periodic boundary conditions, in which stability and optimal error estimates are shown. In this
paper, we are interested in analyzing the UWLDG method for initial-boundary value problems
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of the following time-dependent linear fourth-order equation
wp + A*u =0, (x,t)€Qx(0,T], u(x,0)=uo(z), =cQ (1)

equipped with one of the four types of boundary conditions specified below.
(I) The Dirichlet boundary condition (Dirichlet B.C.)

0
u = gp, 8—3 =gy, on 0f; (2a)

(IT) The generalized Dirichlet boundary condition (G-Dirichlet B.C.)
u = gp, Au=hp, on 09Q; (2b)

(III) The Neumann boundary condition (Neumann B.C.)

ou O
v IV ov

(IV) The mixed boundary condition (mixed B.C.)

=hy, on 0% (2¢)

u = gp, Au=hp, onlIp,

) OA 2d)
7u:9N7 J:th OHFN, (
ov ov

where Q € R? (d > 1) is a bounded rectangular domain with boundary 99, v is the unit
outward normal direction to the boundary 0f), I'p and I'y are the parts of 92 such that
IpUTly =909, IpNTy = 0. We assume ug(x), gp, hp, gy, hy are sufficiently smooth
functions that make the problem (1) have a unique exact solution. The fourth-order boundary-
value problems associated with (2a)—(2d) appear in many physical and engineering fields, such
as strain gradient elasticity, deformation of beams modeling, plates deflection theory, phase
separation in binary mixtures and image processing; see e.g., [2, 4, 15]. In particular, the
Neumann B.C. (2c) is also called Cahn—Hilliard (C-H) type in the literature [3, 5], which is
related to the C—H model of the phase-separation phenomena.

As a class of nonconforming finite element methods, the discontinuous Galerkin (DG)
method was mainly designed for solving hyperbolic conservation laws; see, e.g., [12, 25]. To
solve equations containing high order derivatives including fourth-order PDEs, different vari-
ants of DG methods are proposed. Let us first mention some work for steady-state fourth-order
boundary-value problems. As the pioneering work [1], Baker applied the DG method to the
approximation of the biharmonic equation with homogeneous Dirichlet B.C.. Subsequently,
other types of DG methods are developed for fourth-order elliptic boundary-value problems,
including the popular C? interior penalty DG (IPDG) method [3, 15], hp-version symmetric,
nonsymmetric and semi-symmetric IPDG methods [14, 17, 24, 26], mixed DG (MDG) methods
[18] and single face-hybridizable DG method [10], just to mention a few. For time-dependent
fourth-order problems, there are relatively less results than that of the steady-state case, espe-
cially for non-homogeneous boundary-value problems. For example, several DG methods have
been proposed for C-H equations [16, 22, 30]. An adaptive IPDG method was presented for
a fully discrete approximation of the problem (1) with homogeneous Dirichlet B.C. [17]. In
2009, Dong and Shu [13] applied the local discontinuous Galerkin (LDG) method to the equa-
tion (1) with periodic boundary conditions, and derived optimal error estimates for Cartesian



and triangular meshes. In [23, Example 3.3], a minimal-dissipation LDG scheme with some
suitable boundary penalty terms was numerically investigated for the one-dimensional version
of (1) with the Dirichlet B.C., and the optimal convergence rate was observed. In [20], an
MDG scheme without interior penalty terms was proposed for (1) with boundary conditions
(2a)—(2c), in which the stability was shown and analysis for the optimal error estimates was
left to future work.

The UWLDG method was proposed and investigated in [21, 27, 28, 29], its main feature
is the combination of the advantages of LDG [11] and UWDG [7] methodologies. Taking the
time-dependent linear fourth-order equation as an example, the UWLDG method rewrites the
original equation into a second order system by introducing the auxiliary variable w = Au
and then performs integration by parts twice to each second order equation. This method is
beneficial for solving higher order PDEs, since interior penalty terms are no long needed to
ensure stability and fewer auxiliary variables are introduced, resulting in a more compact and
efficient scheme.

To our best knowledge, existing theoretical results in the DG framework for time-dependent
fourth-order problems are mainly focused on periodic boundary conditions, and discussions of
general boundary conditions are very few. The main technicality may lie in the suitable design
of numerical boundary conditions. From the perspective of theoretical analysis, the special
choice of numerical initial condition is subtle for many high order PDEs [19, 31]. Analogously,
in this paper, we find that, an appropriate choice of numerical boundary condition is also essen-
tial to ensure optimal error estimates for fourth-order PDEs with different types of boundary
conditions. From the perspective of numerical experiments, for initial discretization, we know
that a special choice of numerical initial condition is not always necessary; see, e.g., [19, Ex-
ample 5.2] and [31, Remark 2.2]. However, in the numerical experiments of our current work,
we would like to emphasize that the numerical boundary condition should be chosen as the
same as that in theoretical analysis; otherwise, optimal order of accuracy cannot be observed.
This may indicate that the numerical boundary condition seems to be more sensitive than
the numerical initial condition, as far as the time-dependent linear fourth-order problems are
considered.

The purpose of this paper is to construct the UWLDG scheme with delicate numerical
boundary conditions and derive optimal error estimates for the equation (1) with four types
of non-homogeneous boundary conditions in one dimension and two dimensions. Inspired by
the minimal dissipation idea [6, 9], this work is devoted to design a DG scheme with optimal
convergence rates using as few penalty terms as possible to treat different kinds of boundary
conditions. The main difficulties are two folds. The first one is the proper choice of numerical
fluxes for interior faces and the design of suitable penalty terms for boundary faces, especially
when the Dirichlet B.C. is concerned; for other three types of boundary conditions, we present
optimal convergent schemes without any penalty terms by carefully choosing the alternative
interior fluxes to match the boundary conditions. Another difficulty is the construction and
analysis of some elaborate projections, which help us to eliminate as many projection error
terms as possible. In particular, in two dimensions, a superconvergent property of the projection
in Lemmas 3.13-3.14 is essential for deriving optimal error estimates, which is achieved by
establishing the almost polynomials preserving property of degree up to k + 2 in Lemmas
3.11-3.12.

This paper is organized as follows. In Section 2, we present the UWLDG scheme and show
the stability as well as optimal error estimates for the one-dimensional fourth-order problem
(1) with four types of boundary conditions in (2a)—(2d). In Section 3, we extend the results to



the two-dimensional case, in which numerical boundary conditions and projections are carefully
investigated.

In Section 4, we provide numerical experiments to confirm the theoretical results. We end
in Section 5 with some concluding remarks.

Throughout the paper, we use the standard notation for Sobolev spaces and norms, i.e.,
WmP(D) for D C Q equipped with the norm || - ||, p; when p = 2, set W™2(D) = H™(D),
|- lm.2.0 = || - lm.p- For any partition €, of the domain €2, the broken Sobolev space H* (Q;)
with ¢ being a positive integer is the space of functions that are elementwise in the Sobolev
space H' (12), and the associated norms can be piecewise defined. We denote || - [|g.2.0, by |- Ile

when there is no confusion. We use || - | p to denote the L? norm in D, and we omit the index
Dif D =Q or Q.

2 The UWLDG method for the 1D case

In this section, to clearly display the main idea of the numerical treatment of various boundary
conditions, we consider the following one-dimensional version of time-dependent linear fourth-
order equation (1) in the form:

Up + Ugzer =0, (2,8) € QX% (0,T], u(z,0)=wup(x), (3)

with Q = [a, b] and boundary conditions

(i) u(a,t) = fo(t), u(d,t) =go(t), uala,t) = fi(t), ua(b,t) = gi(t), (4a)
(ii) u(a,t) = fo(t), u(b,t) =go(t), uea(a,t) = fo(t), uaa(b,t) = g2(t) (4b)
= gl(t s Umzx(a t): f3(t)7 uxm:p(bat): gs3(t )

)

(i) g (a,t)= f1(t), ua(b,?)
)

), (4c
(iV u(bat) :90(75)» ux(avt) )

) (
f1(t), uga(b,t) (t), (4d

where ug(z), fi(t),9:(t), i =0,1,2,3 are sufficiently smooth functions.

g2 t)a Umzx(aat): f3

2.1 The UWLDG scheme

As usual, we divide the computational domain Q = [a,b] into N cells
a=1 <x% <"'<$N+% =0,

and denote

Ij:(az hj =x

]+1—l‘] %, Qh:{fj},

J;%? xj+%)7
as the cells, cell lengths and the partition of 2, respectively. We also define h = max;h; and
assume the mesh is regular. We take the following piecewise polynomial finite element space

Vi = {v:ol, € P, € Zy}, Zn={1,...,N},
. and

+ 2
(vh)j+ . to denote the value of vy, at il from the left and right cells, respectively. Furthermore,
3 2

where P*(1;) denotes the space of polynomials in I; of degree at most k . We use (vp,)

the jump of vy, at Tl is defined as
2

[[Uh]]g-ir— (vn )++% - (Uh)jl%‘

4



In order to construct the UWLDG scheme, we firstly introduce an auxiliary variable w as
the second order derivative of the exact solution u and rewrite the equation (3) into a second
order system

Up + Wyg = 0,
W — Ugye = 0.

Then, the UWLDG scheme is defined as follows: find uy, wp € V}, such that for any p,q € V},
and j=1,...,N

((uh)tvp)j +(whapm)j +@p7‘j+% _@p+|j—% _@p;‘j+% + @p;‘j—% =0, (5a)
(wh: @) = (uns Gaa)j = Uaq ™ |jp1 + Ueq " |;_s + g, |1 — tgf|;_1=0. (5b)

Here, (u,v); = / wv dx, and U, u,, W, w, are numerical fluxes, which will be specified later

tailored to diﬂ'ereljrlt type of boundary conditions.

To finish the construction of the UWLDG scheme, we need to define the numerical flux
according to the prescribed boundary conditions in (4a)-(4d). At interior points x, 1, =
1,...,N — 1, we choose

(@, T, @, Wa)jy1 = (wy, (wn)gs wys (Wa)g) 1, (6)

2

for all four kinds of boundary conditions in (4a)—(4d); at boundary points w1, 5 1, we define:
2 2
Case (i) For the Dirichlet B.C. (4a),

@, @, 52)y = (folt), 1(0), wif (wn)f — 2 [un]) (7a)
(@, Uz, ©, Wy) 1= (90(1), 91(t), wy, + % [(un)z] s (wn)z) s (7b)
where k1, ko are positive constants. Here and below, we set
(un)y = fo(t), (Uh)}% =00(),  ((un)e) 1 = 1i(®), ((uh)x);\h% = g1(1),
to make the penalty terms well-defined.
Case (ii) For the G-Dirichlet B.C. (4b),
(@, Uz, @, Wy)1 = (fo(t), (un)y, falt), (wh);_)%, (8a)
(@, T, @, We) g 1= (90(8), (wn)z s 92(t)s (wn)z) s (8b)
Case (iii) For the Neumann B.C. (4c),
(@ @, @ @)y = (uf, ), wf, () (9)
(i, T, @, W)y = (> 91(8); whs 95(1)) 1 - (9D)
Case (iv) For the mixed B.C. (4d),
(0, Uy, W, @)% = (uy, f1(t), wy, f3(75))% ; (10a)
(@, T, @, Wy) iy 1 = (90(t), (un)y , g2(t), (wh);)m%- (10Db)

5



Remark 2.1. It is worth pointing out that the choice of numerical fluz is not unique for each
kind of boundary condition, and some other numerical fluzes would also work as discussed
below.

For the Dirichlet B.C. (4a), we can also choose the following three kinds of numerical fluzes
(with ki, ko being positive constants):

(fo(t), fu(t), wi + 5 [(wn)e], (wi)i — 73 [un])

uy, (up)f, wy, (wh);)H%, j=1,...,N —1,

(fO(t)v fl(t)’ w}JLr
(u;, (un)y s w,‘f, (wh)j)jJr%, j=1,...,N -1,
[(90(8), g1(8), wy, + 5 [(un)o ], (wn); — 1 [unl)y1, 7=N.

For the G-Dirichlet B.C. (4b), the Neumann B.C. (4¢) and the mized B.C. (4d), we can
also choose the following numerical flux at interior points x j=1,...,N—1, coupled with

j+15
the boundary fluzes (8)—(10), respectively. i

(17, ’U,Ax7 ’l/lj, @)_j+% = (U,;, (Uh);_, w;, (’wh)‘,_p‘—)j+%, ] = ]_,...,N— 1. (11)

Remark 2.2. In particular, if the equation (2.1) is equipped with the following type of mized
B.C.

u(a,t) = fO(t)a um(bvt) = 91(75), wa(aat) = fZ(t)a uza:ac(bat) = 93(t)7
we can take the numerical flux at interior points as (6) or (11), coupled with the following
boundary fluz:

(U, u$7 @7 U/);})

= (fo®), (un)z, f2(t), (wn)y)

(@, g, @, We)yy 1= (u,, q1(t), wy, 93(t))N+%‘

)

NI

1
2

In the following analysis, without loss of generality, we mainly consider the interior numer-
ical flux (6) and the boundary fluxes (7)—(10) corresponding to boundary conditions (4a)—(4d),
respectively.

2.2 Stability analysis

In this subsection, we will show the stability property of the scheme (5) with the interior
numerical flux (6) and the boundary numerical fluxes in (7)—(10).

Theorem 2.3. For the fourth-order problem (3) equipped with the homogeneous boundary
conditions in (4a)—(4d), the solutions up, wy to the semi-discrete UWLDG scheme (5) with
numerical fluzes (6) and (7)—(10) satisfy the following L? stability

1d

5 = lun (@) + un @) < 0. (13)



Proof. We take the test function p = uyp, ¢ = wy, in (5), then use integration by parts and add
the two equations together to obtain

((un)e,un)j + (Wh, wa); + Li(wp, up) — L3 (up,wp) =0, Vj € Zy, (14)
where
L (why un) = w, (un)z |1 — w0y (un)F ;o1 + Wouy |1 — Wauf];

=@ (un)y |1 +@ (un)f | 1

L5 (uns wn) =y, (wn)y |41 = uy (wn) ;-1 + e wy ;0 — Gz wy ]
)|+ )y
Then, summing over j for (14), we get
ld 2 2
& un O + fn ()P + L wn) =0, (15)

where

N
uh,wh Z Ll wh,uh L?(uh,wh)).
7j=1

To estimate L(up,wp), we firstly substitute the interior numerical flux (6) into it to obtain

L(up,wp) = Ao + A, (16)

where
Ao =wy, (un)y |1 = wy (un)g |y =y (wa)y |y s+ (wa) s, (17a)
A :@UE|N+% - @Um% — w(un)y [yt + @(Uh);g (17Db)

— Ugwy, |yy1 + @w;ﬂ% +u(wn)z [ny1 = @(wh)m%-

Collecting each of the boundary flux (7)—(10) into the expression of A, in (17b), and denoting
the corresponding result, respectively, as A, Ay, Agii) s A(iv), We get

Ajy=—Ao— fo- (wh);g +90- (wn)g |yyy + flw}—“% — 1wy, vy

k'l _ k’Q
= 5 Lun)e] (un)g [y s + ﬁ[[Uh]]UZI%,

Agiy == Ao = fo (wn)f 11 + g0 (Wa)z [yys + for ()L — g2 (un)z [yg2s
Agiiy = — Ao + f1w;ﬂ% — 1wyt - fsum% +g3uy vyt
Ay == Ao = fo- (a7 |1 + 91wy [yes + far (wn)f|s + gsuy [ y,1

Clearly, when f; =0, ¢g; =0,7=0,1,2,3, we have

[un]s = (un)7,

[[(uh)x]]N+

wh—t+

b= (o)



and )
— k1 - 2 ke +
A = —Ao + - (((uh)x)NJr%) +s ((uh) ) ) (18)
Agiy = Agii) = Av) = —Ao-
Since kq, ko are positive constants, we insert (18) into (16) to find that
L(uh, ’LUh) Z 0,

which is valid for all four kinds of boundary conditions in (4a)—(4d). This, together with (15),
implies the stability result (13). O

2.3 Optimal error estimates

In this subsection, we present the optimal error estimates of the UWLDG scheme. To do that,
we introduce several projections that are needed in the error analysis.

2.3.1 Projections

Different projections are needed in dealing with different boundary conditions with the goal of
eliminating as many projection errors as possible. Given u € H?(£2;,), we define three kinds of
one-dimensional projection onto V}, as follows.

o Py: For k> 1, j € Zn, Puly, € P¥(I;), such that, for j =1,..., N,

/ (u— Pyru)vpde =0, Yo, € Pk_z(lj), (19a)
I
PMu(xj,%) = u(xj_%), (PMu)x(m;r%) = ux(a:],r%). (19b)

o« Pp: For k > 1, j € Zn, Ppl1, € P¥(I;), such that, for j =1,...,N — 1,

/1 (u— Pouwpdr =0, Vo, € PHE), (20a)

P;u(mj_;) = u(z;_1), (PDu)w(x;_%) =z (2;,1), (20b)
and for j = N,

/I (u — Ppu)vpdz =0, Yo, € P*2(Iy), (20c)

P];u(x;é) = u(:z:N_%), PDu(:c]—w%) = u(a:NJr%). (20d)

o Py: For k > 2, j € Zy, Py|;, € P¥(I;), such that, for j =2,..., N,

/ (u — Pyu)vp dz =0, Yo, € PP72(1I), (21a)
I;
PNU(ZL‘j_%) = u(af;j_%), (PNu)x(:L';L%) = ux(ijr%), (21b)



and for j =1,

/ (u— Pyu)vpde =0, Yoy € Pk_z(Il), (21c)
I

(PNu)x(a:'%F) = um(m%), (PNu)m(xg) = uy(z3). (21d)

N

It is easy to verify that all these projections are well defined and have the following optimal
approximation property; see [28, 8].

Lemma 2.4. Let 7 be any projection defined by (19)—(21), then for u € H*t1(Qy,), there holds

1
lw = 7l + Bl = mulls + B2 [lu = 7ulln, < OB ull, (22)

where [[v||lp, = (Zjvzl [(v]._+%)2 + (v;%)Q])Q, 1 < s < k is an integer and C is a positive

constant independent of h.
2.3.2 Main results

Without loss of generality, we firstly state the error estimate result for the case of the Dirichlet
B.C. (4a), and the results for other three boundary conditions will be discussed in Remark 2.6
and Remark 2.7.

Theorem 2.5. Let u be the exact solution of the fourth-order equation (3) with the boundary
condition (4a), w = Uy; and assume u is smooth enough, e.g., ||ullx1s,[|utll, ., are bounded
uniformly for any time t. Let up,wy, be solutions of the UWLDG scheme (5) with numerical
fluzes (6)—(7). Then, for k > 1, we have the following optimal error estimates:

[u(t) — un(t)]] +/0 lw(7) = wp(7)]| dr < OB, (23)

where C' is a constant independent of h and dependent on ||u||g+s3, |utl|k+1, and t.

Proof. Let e, = u—up, €, = w—wy,. Since u and w also satisfy the UWLDG scheme (5)—(7),
we sum over j for the cell error equations to get

((ew)t:p)q, + Blew,p) =0, (24a)
(ew, @), — Blew,q) =0, (24b)

where B(-,-) is defined as follows: for v,z € H%(Q,)

N N
B(U,Z) = Z(U,me)j —|—Z (’L;; Z_’j—i-% — @Z+|j—% —iz\z;|j+% —1—11\2;“]»_%),
j=1 j=1
and
(Oa 0’ 61—57 (€w);'; + %Huh]])%a ] = Oa
(6 @ @ Tewde) |, = 4 (s (e)ar el (w)a) s J =T N1,
5 —

(0’ 0’ 617; - %[[(uh)x]]’ (ew)x)N+%7 ] = N.

9



Notice that [[uh]]%
2
- + kz —~ — kl —
(ew)$|% = ((ew)s) ﬁ(eu); ew|N+1 = (ew) yy2 ﬁ((eu)l’)NJr%
Next, we denote
ew = (u — Pyu) — (up — Pau) = 0y — &u,
ew = (w — Pyw) — (wp — Pyw) = 0w — &u,
and let
<07 0, 77557 (7711})2_ - }%ﬁ{f)l> Jj=0,
—_— —_— 2
(ﬁu, () T (mv)gc)j+l =0 (s )z s (w)z) jyns G=1,00 N1,
2 .
0, 0, 7, — %(nU);a (nw);>N 0 J =N,

2

N T N /~

(00,65 (60)f —€5), . i=0.
(gl\u @m 51;7 (&U/Tz)j_t'_l = QJ[? (§U)57 §$7 (gw);)j_’_%; J: 17"'>N_17
0,0, & — H&s (€w)) 0 5=,

\

Then, taking p = &,, ¢ = &, and adding the two equations in (24), we get
LHS = RHS,

where

LHS = ((u)t:&u) g, + (Ews Ew) ey +B(Ews €u) = B(Eus €w),
RHS = ((nu)t7gu)Qh'i_(nwa§w)ﬂh+B(nw7fu)_B(nw€w)-

Using integration by parts and a simple calculation, we can get

2
LHS = (660, + Sy + 13 (@) + 5 ((€0)ey)’s @9

Besides, the definition of the projection Pys implies that

RHS = ((nu)tv fu)Qth(Tlm gw)Qh - ((nw)x)g(fu)g - (nw)&+% ((fu)z)]_\ur% (26)
Using Young’s inequality, we obtain
_ teyt < 1 A2 ke (egr)
((nw)a:)% (fu)% S (((nw)a:)%) + 2h3 <(§u)%> ’ (27)

_(nw)]_\H% ((fu)x)]_\H% < 2%y ((7711;);[+%>2 + ﬁ(((é‘u)x)]_\H%)Q

Consequently, by the trace inequality and approximation property of the projection Py in (22),

we get
(28)

[ ((n)e)T | < O 2w, |(n) | < CRPF 2wl

10



Thus, it follows from Cauchy—Schwarz inequality and (25)—(28) that

1d

5 g7 [ + l€u®* < CH )] + CHgu(®) ]| + Ch 2.

A simple application of the Gronwall’s inequality gives us

t
MﬁW+AH@&WM§CM“.

Then, by the triangle inequality we have

t
\Mﬁm+/Hwﬁﬂmr§CM“,
0

where C is a constant depending on ||u||xys, ||ut]|x+1 and ¢, but is independent of h. This
completes the proof of Theorem 2.5. O

Remark 2.6. For the fourth-order problem (3) with the G-Dirichlet B.C. (4b), the UWLDG
solutions of (5) with numerical fluzes (6) and (8) satisfy the optimal error estimate result (23)
for k > 2, which can be proved by performing the similar arguments as in the proof of Theorem
2.5 and using the projection Py. For k = 1, we can not get the second order error estimate,

indeed, only 3/2th order is observed in the numerical experiment for both L? error of u and w;
see Table 2 and Table 8 in Section 4.

Remark 2.7. For the fourth-order problem (3) with the Neumann B.C. (4c) and the mized
B.C. (4d), consider the UWLDG solutions of (5) with interior flux (6) and the boundary
fluzes (9)—(10), the optimal error estimates in (23) for k > 1 can also be proved by using the
projections Pp and Py, respectively.

3 The UWLDG method for the 2D case

In this section, we consider the UWLDG method for the two-dimensional time-dependent
fourth-order problem (1) with boundary conditions (2a)—(2d). Let Q = [a1,b1] X [a2,b2] be a
bounded rectangular domain in R?, and denote

Iy ={(z,y) € 0Q|z =ay or y = as}, I'p={(z,y) € 0Nz =by or y = ba}.

We set v,,, m =1, b, r,t, are the unit outward normal vectors of the left, bottom, right and top
boundary side of §2 respectively, i.e.,

v =(-1,0), vy =(0,-1), v, =(1,0), vy =(0,1).

3.1 The UWLDG scheme

Similar to the one-dimensional case, we rewrite (1) into a second order system

ur + Aw =0,
w— Au = 0.

To define the UWLDG method clearly, let us first introduce some notation.

11



3.1.1 Notation

As shown in Figure 1, let Q) = {K;; = I; x Jj, i =1,...,N;, j=1,..., Ny} be a partition of
1 with the shape-regular rectangle element K;;. We denote Q}IL and Q% as the sets of all the
interelements and the boundary elements, respectively. We denote &}, as the set of all faces of
the partition 2, and é‘;{ , 5,? as the sets of interior faces e (i.e., e is shared by two elements in
;) and boundary faces e (i.e., e lies on 0f2), respectively. In particular, @@O,l7 éD,?’b, gho,r and
é"}? ok represent the sets of boundary faces e that lie on the left, bottom, right and top side of
the domain 2, respectively.

V¢ o
&0t
(a1,b2) T (b, b2)
KNwNy
0,1 %
&, K o "
UV, € gh’
Kll
(a/h a?) (g)o’b 4 (b17 a‘2>
h v,

Figure 1: The 2D mesh €,

The boundary and the diameter of K are denoted as 0K and hg, and set h = maxg hg.
The finite element space associated with the mesh €, is of the form

Wi, = {v € L2(Q) : v, € QF(K), VK € Qh} ,

where QF(K) is the space of tensor product of polynomials of degree at most & in each variable
of x = (x,y) in K.

3.1.2 The UWLDG scheme
The UWLDG method is given as follows: to seek up,wp € Wh, such that

((un)y ,p) 4 + (wn, Ap) e + (Vw -0, p)og — (@, Vp-n)ax =0, (30a)
(wha Q)K - (ufw AQ)K - <% -1, Q>8K + <ﬁ7 Vq : n)aK == 07 (30b)

holds for all p,q € W), and K € ;. Here n denotes the unit outward normal vector to K,
and for any v, z € H?(Q,)

(v,2)K = /Kv(x,y)z(w,y) dxdy, (v,Vz-n)srx = /aKv(s)(Vz(s) . n) ds.

12



For the above boundary integral, if v or z is not single-valued on the element faces, we take its
value from interior of K and restrict it on 0K.

To complete the definition of the UWLDG method, we need to define the numerical fluxes
u, Vu, w and Vw. To do that, firstly, for a possibly discontinuous function w(x,y), we define

w* on the vertical and horizontal edge respectively as

+

wi+%,y:w(xi%’y)_€h%1 w(z Tl +E, y), i=0,1,...,Ng,
wij—i—% = w(ar,y;i%) = 55%1 (,u(a:7 Yj+d + 6), J=0,1,...,N,.
We denote
T + T
(Ve)itgy = (@), )iy,) s (V)i = (@ @)

and set the jump value as

+ - + -
Wi, 1, =W. — W, w 1 =W . —Ww . .
[ ]]1+§,y ity i+3,y’ [ ]]QW"'E z,j+5 @,j+3

Then, the numerical fluxes are defined as follows. At interior faces e € é”hl , we always choose

~

u‘ezume, Vu’ (Vur)™|,, @ :w,ﬂe, Vw‘ (Vwp)™ ’e. (31)

e?
For the numerical flux on the boundary face e € éa}? , we firstly consider the Dirichlet B.C. (2a),
since some penalty terms are involved.

Case (I) For the Dirichlet B.C. (2a), we define:

e the numerical flux ﬁ|e as

’d‘e = Par (g9p) o Ve€ & (32a)

e the numerical flux %}e as

Vu'ym‘e:PM(.gN)‘ev vee@@}?’m7 m:l,b,r,t; (32b)

e the numerical flux @ ‘6 as

@, = wl, Ve e &, &,
~ — kl 0,r
w|6 :wh‘e"'ﬁﬂ(“h)l’ﬂ o Vee s, (32¢)
. _ ko 0
w|e:wh‘e+ﬁ[[(uh)y]] o Ve € 8"
e the numerical flux ﬁu‘e as
= i k3 0,1
Vw-l/l‘e: (th) -I/l‘ + ﬁ[[’lj;h]]‘e, Veeéah ;
— k
Vw - l/b| = (V)" - Vb‘e + h—é [un] |e, Ve € fg’b, (32d)
Vw - um| (Vwp) ™ Vm}e, Ye € é‘}?’m,m =r t

13



where ki, ko, k3, k4 are positive constants. To ensure the penalty terms in (32c) and (32d) are
well-defined, we set
uy |, = Pulgp)le, Yee &, &7,
((un)) |, = Par(gn) e, Ve € &7,
((un)y) "], == Par(gn)es Ve € &

The numerical fluxes for other three types of boundary conditions are given in the following
remark.

Remark 3.1. For boundary conditions (2b)—(2d), we can use the numerical flux (31) for
interior face e € é"hI together with the following boundary flux for e € éa}?.
Case (II) For the G-Dirichlet B.C. (2b), we define:

a‘e = PN(QD)‘ea @‘6 = PN(hD)|e, Ve € é”,?,

Ve U], = (Vup) " v, V- vn|, = (Vwp) ™ v, Yee & m =1,b, (33)

e

V- l/m‘e:(Vuh)_' um‘e, Vu- Vm|e:(th)_- Vm‘e, Ve € (o@}?’m,m =r,t.

Case (III) For the Neumann B.C. (2c), we define:

a‘e:uz e’ ﬁ)\’e:w;{}e’ VGGg}?’m,m:l,b7
a‘e:uf: e’ ﬁ}’e:w;}e’ Veeéa}?’m,m:r,t, (34)

Vu-vm|, =Pplgn)|,. Vw-vm| =Pp(hy)|,, Ve &™ m=1brt.

e’

Case (IV) For the mized B.C. (2d), we define: for e € é”}?’m, m=1,b,

ﬂ‘e:uz o Vur Vm‘ez Pr(gn)|,, ﬁ?‘e:w;f o Vuw: I/m|6: Pas ()|, (35a)
and for e € é"}?’m, m=r,t,
i, = Puta)l Fiew], = (V) v, 50)

@, =Pulhp)l,  Vw vm| = (Vwn)” vul,

In the following subsections, we will give stability analysis and error estimate results of
the above UWLDG schemes. Before that, for easy presentation, we introduce several short
notations. Firstly, for n € H?(Qy) and p € W}, we define

Bi(n.p) = (0, Ap)k + (Vi n,p)ox — (7, Vp - n)ox, VK € Q. (36)
Then, for K;; € Q,IL, we specifically have

8
Br,;(n,p) =Y Ti(n,p), i=2,3,...,No—1, j=2,3,..., N, — 1, (37)

m=0

14



where

T (n,p) = / 10 (Pzz + Pyy) dzdy, (38)

K

1000 == [ 0,y ) pale ) dy. 1Y 000)= [ ata?

Jj

Téj(n,p)z—/n(az,yﬂ;)py(az,yﬁ;)dx, Tf(n,zv):/fl(%??/‘+ )py(@ gy ) da,

i

Téj(n,p)=/nz(x;é,y)p(ﬂ:;;,y) dy, Téj(n,p)=—[]nz(x.‘ ) p(x 1Y) dy,

Jj

T (n,p)= [ ny(z,y ) p(x,y 1) de, T (n,p)=— [ ny(z,y. 1) pla,y’ ) da.
I I+3 It I

i

Next, for each K € Qp, p,q, ¢ € W}, we introduce

Hor (p,q) = (wh, Vup - ) gy — (up, Vo, - 1) g + (V- 1, phog

— (@, Vp - n)ox — (Vu-n,q)ax + (G, Vq- n)ok,

and

Ny kl 9 k3 ,
j=1""i
Neooop - )
N +

3.2 Stability analysis

In this subsection, we show the L2-stability of the UWLDG method (30) with the interior flux
(31) and the boundary fluxes (32)—(35).

Lemma 3.2. If the boundary condition (2a) is homogeneous, i.e., gp = 0,gny = 0, on 0%,
then the numerical fluzes defined by (31) and (32) satisfy

> Hogc(up,wp) = S(un) > 0, (41)
KeQy,

where S(-) is defined by (40).

Proof. Firstly, we notice that

> Hog(up,wp) = Y ( > Hogre(un,wp) + Y HaKme(umwh))- (42)

KeQy, KeQn  ees! ec&y
For any e € &, we suppose e = 9K N 9K>, by (31), it is easy to check that

Hoge,me(un, wy) + Horyne (un, wp) = 0,
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hence,

> ) Hoknelun, wn) =0. (43)

Key, ces]

For e € &, without loss of generality, we assume e € é?f? ’b, i.e., e is the bottom boundary face
of some element K;1, i € {1,2,..., N;}. According to the definition of the boundary flux (32),
we have

a‘e:PM(gD){ezo’ %.Vble:PM(gN)‘e:O’ {B|e:wi—7~,—

67

g k k
Vw- Vb‘e:(th)+- I/b|e+h7§ (uZ—PM(gD))‘ (Vwp) ™t I/b}e—i— hfﬁ)uﬂe.

e
Therefore,
HaKilﬂe(Uh; wh) = <'U}]—,1_, VU;L’— ' ’/b>€ - <U?L_7 vw;{ : Vb>€ + <vw2_ : Vb7u;i_>e

k4
vt B,

_k4 + 2 d
_ﬁ B uh(:c,y%) xX.

Similarly, we can derive that, for i =1,..., N, j=1,..., Ny,

L B 2
Hog,x, ne(tn, wh) = h2/1 <(Uh)y(13a yNy+%)> de, ec &),
k 2
H@K;{jﬂ@(“h? ’Ujh) = l';/J (uh($§7y)> dy, ec éa}?’l7
J
k _ 2 .
HaKszﬂe(Uhawh):hl/J <(uh)x(me+;,y)> dy, ecé&).

j
Therefore, summing over K € Q, and e € &°, we obtain

Z ZH{)Kﬁe(uhvwh): S(un). (44)

KeQp ecesy
Since the penalty parameters k; > 0,7 = 1,2, 3,4, then (41) follows by (42), (43) and (44). O

Similar to Lemma 3.2, we have the following lemma for other three types of boundary
conditions.

Lemma 3.3. If the boundary conditions (2b)—(2d) are homogeneous, then the numerical fluzes
defined by (31) and (33)—(35) satisfy

> Hox(un,wy) = 0.
KeQy,

Theorem 3.4. For the two-dimensional fourth-order equation (1) with the homogeneous bound-
ary conditions in (2a)—(2d), the UWLDG solutions up,wy, of the scheme (30) with the interior
fluz (31) and the corresponding boundary fluzes (32)—(35) satisfy

1d

5 = lun (@) + un @) < 0. (43)
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Proof. Take (p,q) = (upn,wy) and add the two equations in (30), then use integration by parts,
we obtain
((un)t, un) g + (wn, wn) e + Hox (un,wp) =0, VK € Qp,

where Hpg (-, ) is defined by (39). We sum over all the elements K in Qj, to get

ld 2 2
2 g lun 1" + w1 + > Hox (un, wn) = 0.
KEQh
By Lemmas 3.2-3.3, we immediately arrive at the L2-stability result (45). O

3.3 Optimal error estimates

In this subsection, we mainly consider optimal error estimates of the UWLDG scheme (30)
with numerical fluxes (31)—(32) for solving the two-dimensional problem (1) with the Dirichlet
B.C. (2a), since it is more involved. To this end, let us firstly introduce the semi-norm on the
boundary: for Vo € HY(Qy,), £ > 2,

27 .
@

|vllox = (/J [(v;%,y)Q + (v, y)Z}der/I [(v;j+%)2 + (v;j_l)ﬂdg:) :

1 -
Then, we denote ||Vollax = ([[vzl35 + [lvyl3x) 2, and for any subset K C Q,

1

1 1 1
lloz=( 3 Iw13x) ", I¥vloz=( 32 1¥2l3x) ", Mol z=( 3 ol )™

KeK KeK KeK
The following trace and inverse inequalities [13] are useful in our analysis.
Lemma 3.5. For any v € H'(K), there exists a positive constant C, such that
2
lvllor < Cllvllxllvlx
where C' is independent of the mesh size h.

Lemma 3.6. For any q € Q%(K), there exist a positive constants C, such that

_1
lallor: < Chye*llallze,  IVallx < Chg'llalix

N

where ||Vq||x = (fK Vq-Vq d:c) , C' is independent of the mesh size h.

3.3.1 Projection and its properties

For two-dimensional Cartesian meshes, the projection can be constructed as the tensor product
of one-dimensional projections. We define II : H%(Q,) — W), as

Ty = PMI X PMyu, (46)
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where Py is the one-dimensional projection given by (19a)—(19b), and the subscripts = and y
indicate that the projection Py, is applied with respect to the corresponding variable. Specifi-
cally, for all K;; = I; x J; = (wi_%,mi+%) X (yj_%,yﬂ%) and Vv, € QF2(K), Iu satisfies the
following identities

/ Hu(a:,y)vh(x,y)dxdy:/ u(a:,y)vh(x,y)dxdy, (478‘)
Kij Kij

/I,- Hu(az,y;r_%)vh(:n,y;“_%)d:n = /Iiu(a:,yjé)vh(x,yj_;)dm, (47Db)

/Hu(mj_l,y)vh(xj_l,y)dy:/ U(Ii,;,y)vh(ﬂsj_l,y)dy, (47¢)
Jj 2 2 J; 2 2

/Ii (Hu)y(m,yj_Jr%)vh(m,yj:r%)d:c: /Iz uy(x,yj+%)vh(:c,y;+%)dx, (47d)

/Jj (Hu)m(x#’y)vh(xw“y)d - J; u‘”(xz‘%’y)vh(f’f;%’y)dyv (47e)

EERL/! =u(z,_1,9;_1), (47f)

() , (= L ;;% (xiJr%?yjf%)u (47g)

(H“)y(f”f_;%g :uy($l—%’yj+%)’ (47h)

05507 ) = ey ) -

Clearly, the following relationship between II and Pj; holds:
Proposition 3.7. For VK;; € €, on the boundary 0K;;, we have

Hu(mil,y)
2
Mu(z,y" ;)

Par, (u(z;_1, 7)), (M) (z, 15 y) = Pa, (uo(@i11,9)). ¥ € T3
Pas,

(u(xayj_%))7 (Hu)y(xvy]—_,'_%) = PMx (uy($7yj+%))7 x € I;.

S

Using a similar argument as that in [28, Lemma 6.1], it is easy to check the existence and
uniqueness of the projection II, and we also have the following approximation property.

Lemma 3.8. Assume u € H*(Qy), s > 2, then there exists a unique Ilu € Wy, satisfying (47).
Moreover, there holds

lu— Thull ¢ + b lu — Tull g + b2 Ju =Tl < CR™MMEEL Hju] g,
where 1 <4 < min{k+ 1, s} is an integer and C is a constant independent of h.

3.3.2 Main results

We are now ready to state the error estimate result of the UWLDG scheme solving (1) with
the Dirichlet B.C. (2a).

Theorem 3.9. Let u be the exact solution of the fourth order equation (1) with the Dirichlet
B.C. (2a), w = Au; and assume u is smooth enough, e.g., ||u|lg+s, ||uellk+1 are bounded
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uniformly for any time t. Let up, wp, be solutions of the UWLDG scheme (30) with numerical

fluzes (31)—(32). For k > 1, we have

lu(t) — un(t)]| + / lw(r) — wn()]| dr < CRFH,

where C' is a constant independent of h and dependent on ||u||g+s5, |utllk+1, and t

(48)

The proof of Theorem 3.9 is divided into the following five steps
Step 1. The error equation. As usual, we denote
Eu =U—Up, €y =W — W

Since the exact solution u and w satisfy the following weak formulation
(utap)K + (w’ Ap)K + <V’U) : n7p>8K - <U}, vp : n>8K = 07
(w, @) g — (u, Aq) g — (Vu-n,q)ox + (u, Vg - n)ox

then we can get the cell error equation as
+ <vew : nap>3K -
(Veuw n,q)or + (éu, V- m)ox

=0, (49a)

((eu)tap)K + (ewa Ap)[{
_o, (49b)

(ew; e — (u, AQ) e —

where
€y = u — 1, @-n:(VU—%)-n

ey =W — W, V/au'n:(Vw—%)-n
Step 2. The error decomposition. Denote e, = 1y, — &y, €y = M — &w With
Ny = u— Hu, & =up —Hu, ny =w—Hw, &, = wy — Hw.

e At the interior face e € éahl , we naturally have
Vﬁu‘e = (Vﬁu)f
Vﬁw‘ez (Vnw)_ e

@’e = (V&)™ e’ (50)
’v/g\w‘e:(vé-w)_‘e'

e?

67

wl,=nfl, &l =6
’ gw}e:éﬂ;e

n/;‘e:nw e

e At the boundary face e € 5,? , we specially let
&, =0, Veed&y, (51a)

/\‘ ‘—é\
M|, = €ul,

0, Vee éa,?’m,m =1,b,rt, (51b)

T V| = Ten vl Ve ], =

Eu|, = €F|, Vee & &,
)CL‘]] |e’ Ve € éa]?7T7 (510)

M|, = 5.,
_ _ - ok

ﬁw‘e 3:7710‘6’ é-w‘e :gw’e+ﬁﬂ(uh
_ _ -~ _ k

ol =1l Gul, = &al 45 Lwn)y] ], Vee &),
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%'Vl‘e ::(vnw)+"/l e’ v&w Vl| v&u Vl} + ]H ve650717

, Ve € é”Ob, (51d)

V/’I’]\w' Vb}e = (Vnw)+ v véw Vb| véw Vb‘ +h3 [[Uhﬂ

V/n\w- Vm|e:: (V)™ - Vﬁw I/m‘ (V&)™ V|, Ve e ﬁi?m,m =rt.

Based on the above decomp051t10n, for all K € €y, we have

bl

Culore = Tulor — €ulors Vew mlyp = Vi |y — Ve nf, .,
Culor = Mwlox = Swlors Vew nlye =V nfy — Ve |y
Hence, we can decompose the cell error equation (49) into the following form

((fu)tvp)i( + Bk (fva) = ((Uu)taP)K + Bk (ﬁw,P) )
(w, D g = B (€us @) = (M, O g — B (11, 9) »

where Bk (+,-) is defined by (36). Now, we take p = &,, ¢ = &, and add the two equations in
(52), after summing over K, we obtain,

((gu)tagu)ﬂh + (€w75w)Qh + Al = ((%)ufu)ﬂh + (nwagw)gh + A27 (53)

(52)

where

A=Y (Bl6w &) = Bi(6u&))s Aa= Y (Bic(nus&) = B &)).

KEQh KEQh
Step 3. The estimate of A;. The estimate of A; is given in the following lemma.
Lemma 3.10. Ay = S(&,), where S(-) is defined by (40).

Proof. Firstly, for VK € €, using integration by parts, we obtain

Ay = Z (BK(gwpfu)_BK(fmfw)) = Z ﬁaK(§u7§w)7

KeQy, KeQy,
where
Hor (€us éw) = (€ws Véu M) prc = {60, Véuw - Moy + (Vew - 1, Eudor
— (€us Véu - m)ox — (V& -1, Euor + (Eu, Véu - n)ox-
In addition, the property of projection II in Proposition 3.7 implies that
P, (ule) = (Mu) e, e € 61, Pag, (uzle) = (Mu)) e, e € &,
Pur, (ule) = (M) t]e, e € 670 Par, (uyle) = ((Tu)y) e, e € &,

which allows us to rewrite those terms with penalty in (51¢)—(51d) as

—~ k —
Cul. =&l = 5 ((€s)7|,0 e €67,
—~ k —
Cul, =6l — 5 (€)y) | e,

0,
o EEET,

— k
vfw ' Vl‘e = (v§w)+ : Vl|e + higf'j

0,b
e€é,.

e?

. k
Vi - I/b‘e = (vfw)—i_ ) Vb’e + hii;g;r
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Next, using a similar argument as that in the proof of (41), we can obtain

Z ﬁaK(gmgw) = S(fu)

KEQ}L
This completes the proof of this lemma. O

Step 4. The estimate of As. The following polynomials preserving properties of degree up
to k + 2 is crucial for the estimates of Ay, we list them in the following Lemma 3.11-3.12.

Lemma 3.11. Ifw € P**2 (k> 1), p € W), we have

Bk (nw,p) =0, VK € Qf (55a)

Ny
ZBK("?w;p):_ ; /I, <77w($7y;;eré)py(l’ay;fy+%)+(7]w)y($7y;)p(fmy;f))dx

KeQl . (55b)
—; /Jj <nw (Tn, 100 (xjvﬁé,y)+(nw)x(x§7y)p(fv§,y)>dy-
Proof. The proof of this lemma is provided in Appendix A.1. O
Lemma 3.12. Ifu € P**2 (k> 1), ¢ € Wy, we have
Bic (u,q) =0, VK € Q. (56)
Proof. The proof of this lemma is provided in Appendix A.2. O

By Lemmas 3.11-3.12, we can obtain a superconvergent property of Bx (1, p) and Bg (1, q)
and show it in Lemmas 3.13 and 3.14, respectively.

Lemma 3.13. Forp € Wy, and k > 1, we have

1
> Brc(nuwp)l < CHE wlligspll + CR* 2wl + 55 (), (57)
KeQy,

where C' is a constant independent of the mesh size h.
Proof. The proof of this lemma is provided in Appendix A.3. O

Lemma 3.14. For g € Wy and k > 1, we have

> 1Br (@)l < CE sl (58)
KeQy

where C' is a constant independent of the mesh size h.
Proof. The proof of this lemma is provided in Appendix A.4. O

Lemma 3.15. For As, we have
1
|[Az| < CRMH & + CRFFH 6wl + CRPMH2 55 (&), (59)

where C' depends on ||ul|kx+5, but is independent of the mesh size h.
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Proof. Taking p = &,, ¢ = £, in Lemma 3.13 and Lemma 3.14, respectively, we can immediately
get (59). O

Step 5. The proof of Theorem 3.9.

Proof. Recalling the error equation (53), and using the Cauchy—Schwarz inequality and ap-
proximation property of the projection II in Lemma 3.8, we arrive at

1d
S €I + 16w (O + Ar < CRMF[[Eu(6)]] + CRE € (1) + [Asl.
By Lemma 3.10 and Lemma 3.15, we immediately obtain
1d
2% €O + 1w @II* < CRFI€u(t)l] + CRM € (B)]| + CRP2.

Then, by Gronwall’s inequality, we get

t
lEu(t)] + /0 6w ()] dr < CHFH,

and hence
t
lew(®)]l +/ lew(T)| dr < CRM,
0

where C' depends on [|ul|xs5, |||, and t, but is independent of h. O

Remark 3.16. For the fourth-order problem (1) with the G-Dirichlet B.C. (2b), for k > 2, we
can derive the optimal error estimate (48) for the UWLDG scheme (30) with numerical fluxes
(31) and (33) by using the projection Py, @ Pn,. For k =1, we cannot get the second order
error estimate, indeed, only 3/2th order is observed in the numerical experiment for both L?
error of u and w; see Table 2 and Table 3 in Section 4.

Remark 3.17. For the fourth-order problem (1) with the Neumann B.C. (2¢) and the mized
B.C. (2d), when the UWLDG scheme (30) with numerical flures (31), (34) and (35) are
considered, the optimal error estimates in (48) for k > 1 can also be derived by using the
projection Pp, ® Pp, and Py, ® Py, , respectively.

4 Numerical examples

In this section, we present two numerical examples to confirm the theoretical convergence
results of the UWLDG method for time-dependent linear fourth-order initial-boundary value
problems. In all experiments, we use the four-stage singly diagonally implicit Runge-Kutta
method with third order of accuracy (SDIRK3) for time discretization. We test on uniform
meshes with final time 7" = 1.

Example 4.1. Consider the one-dimensional linear fourth order problem
Ut + Upgzr = 0, u(x,0) =sin(z), (x,t) € [0,27] x (0,7
with boundary conditions as in (4a)—(4d) such that the exact solution is

t

u(zx,t) = e ‘sin(x).
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For the Dirichlet B.C. (4a), our computation is based on the flux (6)—(7). Table 4.1 lists
the L? errors and orders for e,, e, using numerical fluxes with and without penalties. It is
observed that, for the case with penalty terms (the penalty parameters k1 = k2 = 1) the errors
achieve optimal (k + 1)th order accuracy for both ||e,|| and ||ey||, which is consistent with
Theorem 2.5. For the case without penalties (k1 = ko = 0), loss of order for ||e,]|| is observed,
especially for kK = 2, order lost up to one and a half, which indicates that the penalty terms
are necessary for both theoretical analysis and numerical implementation.

Table 1: L? errors ||e,||, |lew|| and orders for Example 4.1 with the Dirichlet B.C. with
and without penalties using P* polynomials on a uniform mesh of N cells.

N with penalty without penalty
llewll order  |le,]|  order lle.||  order llewl|  order
10 5.67E-02 4.37E-02 - 9.22E-02 4.95E-02

20 1.35E-02 187 1.14E-02 1.93 299E-02 1.62 1.19E-02 2.05
40  3.93E-03 197 2.85E-03 2.00 9.87E-03 1.60 2.89E-03 2.04

1
P 80 9.87E-04 199 7.14E-04 2.00 3.35E-03 1.55 7.16E-04 2.01
160 2.47E-04 1.99 1.78E-04 2.00 1.15E-03 153 1.78E-04 2.00
320 6.18E-05 1.99 4.46E-05 2.00 4.05E-04 151 4.46E-05 2.00
10 8.54E-04 - 8.05E-04 - 4.34E-02 - 1.62E-03 -
20 9.73E-05 3.13 9.92E-05 3.02 1.59E-02 1.44 1.66E-04 3.28
D2 40 1.23E-05 298 1.23E-056 3.00 5.68E-03 1.48 1.71E-05 3.27
80 1.53E-06 299 1.53E-06 3.00 2.01E-03 1.49 1.89E-06 3.20
160 1.92E-07 3.00 1.92E-07 3.00 7.12E-04 149 213E-07 3.12
320 2.40E-08 3.00 2.40E-08 3.00 2.51E-04 1.49 2.53E-08 3.07
10 2.25E-05 - 2.19E-05 - 9.86E-04 - 2.31E-05 -
20 1.37E-06 4.03 1.37E-06 3.99 &8.85E-05 3.47 1.38E-06 4.06
D3 40  8.59E-08 3.99 8.59E-08 3.99 7.85E-06 3.49 8.60E-08 4.01

80 5.37E-09 3.99 5.37E-09 3.99 6.94E-07 3.49 5.37E-09 4.00
160 3.35E-10 3.99 3.35E-10 3.99 6.14E-08 3.49 3.35E-10 4.00
320 2.09E-11 3.99 2.09E-11 3.99 5.42E-09 3.49 2.09E-11 4.00

For the G-Dirichlet, Neumann and mixed boundary conditions in (4b)—(4d), our computa-
tion is based on the flux choice (6) and (8)—(10). The errors ||ey]|, ||ew| and numerical orders,
for 1 < k < 3, are shown in Tables 2 and 3 respectively, which display the expected optimal
(k 4 1)th convergence rates except for the case of the G-Dirichlet B.C. with P! polynomials.
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Table 2: L? errors ||e,|| and orders for Example 4.1 with the G-Dirichlet, Neumann and
mixed boundary conditions using P* polynomials on a uniform mesh of N cells.

G-Dirichlet B.C. Neumann B.C. mixed B.C.
N

llew|| order l|lew]] order lleu]|  order

10 9.94E-02 - 3.41E-02 - 5.10E-02 -
20 2.89E-02 1.77 9.21E-03 1.88 1.34E-02 1.92
P 40 9.05E-03  1.67 2.35E-03  1.96 3.40E-03 1.98
80 2.98E-03 1.59 5.92E-04 1.99 8.53E-04 1.99
160 1.01E-03 1.55 1.48E-04 1.99 2.13E-04 1.99
320 3.53E-04 1.52 3.70E-05 1.99 5.33E-05  1.99

10 1.08E-03 - 7.45E-04 - 8.06E-04 -
20 1.19E-04  3.18 9.52E-05  2.96 9.91E-05 3.02
2 40 1.36E-05 3.12 1.20E-05 2.97 1.23E-05  3.00
80 1.62E-06  3.07 1.52E-06  2.98 1.53E-06  3.00
160 1.97E-07 3.03 1.91E-07 2.99 1.92E-07  3.00
320 2.43E-08  3.02 2.39E-08  2.99 2.40E-08  3.00

10 2.22E-05 - 2.18E-05 - 2.19E-05 -
20 1.37E-06 4.01 1.37E-06  3.99 1.37E-06  3.99
3 40 8.59E-08  4.00 8.59E-08  3.99 8.59E-08  3.99
80 5.37E-09  4.00 5.37E-09  3.99 5.37E-09  3.99
160 3.35E-10  3.99 3.35E-10  3.99 3.35E-10  3.99
320 2.09E-11  3.99 2.09E-11 3.99 2.09E-11  3.99

Table 3: L? errors ||e,|| and orders for Example 4.1 with the G-Dirichlet, Neumann and
mixed boundary conditions using P* polynomials on a uniform mesh of N cells.

G-Dirichlet B.C. Neumann B.C. mixed B.C.
N
llewll order llew]| order llew||  order
10 6.15E-02 - 3.08E-02 3.75E-02 -

20 1.65E-02 1.89 8.39E-03 1.87 9.65E-03 1.95
40 5.17E-03  1.67 2.14E-03 1.97 2.40E-03  2.00
80 1.72E-03  1.58 5.38E-04 1.99 6.01E-04  2.00
160 2.89E-04 1.54 1.34E-04 1.99 1.50E-04  2.00
320 2.05E-04 1.52 3.36E-05 1.99 3.75E-05  2.00

Pl

10 1.04E-03 - 7.43E-04 - 7.93E-04 -
20 1.18E-04 3.14 9.51E-05 2.96 9.86E-05  3.00
2 40 1.36E-05 3.11 1.20E-05  2.97 1.23E-05 3.00
80 1.62E-06  3.06 1.52E-06  2.98 1.53E-06  3.00
160 1.97E-07  3.03 1.91E-07  2.99 1.92E-07  3.00

320 243E-08 3.02 2.30F-08 2.99  240E-08 3.00
10 222505 218505 210505 -

20 1.37E-06  4.01 1.37E-06  3.99 1.37E-06  3.99
40 8.50E-08  4.00 850E-03 3.99  859E-08 3.99
80 5.37E-09  4.00 5.37E-09 3.99  537E-09 3.99
160  3.35E-10 3.99 335E-10 3.99  3.35E-10 3.99
320 2.09E-11 3.99 9D9E-11  3.99 2.09E-11  3.99
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Example 4.2. Consider the following two-dimensional fourth-order problem
us + A%u =0, u(z,y,0) =sin(z +y), (z,y) € [0,2x] x [0,2x],t € (0,77,

equipped with boundary conditions (2a)—(2d) such that the exact solution is

u(z,y,t) = e 4

sin(z + ).

We compute this example using the interior numerical flux (31) and boundary fluxes (32)-
(35) for corresponding boundary conditions.

In Table 4, we list the computation results for the Dirichlet B.C. (2a). We observe that the
UWLDG scheme with penalty terms gives the optimal (k4 1)th order of the accuracy, which is
consistent with Theorem 3.9. Here, the penalty parameters are chosen as k; =1,¢ = 1,2, 3,4.
Moreover, if we remove the penalty terms in the scheme, it is observed that at least one and a
half order is lost for both |le,]| and ||ey]|.

Table 4: L? errors ||e,]|, ||ew| and orders for Example 4.2 with the Dirichlet B.C., with
and without penalties using Q% polynomials on a uniform mesh of N x N cells.

N x N with penalty without penalty
[lew]] order [lew]] order Ilew]] order lewl| order
10 x 10  9.39E-03 - 1.69E-02 - 5.50E-02 3.00E-02

20 x 20 3.03E-03 1.62 5.52E-03 1.61 581E-02 -0.07 5.03E-02 -0.74
Q! 40 x40 8.06E-04 191 1.46E-03 1.92 6.05E-02 -0.05 4.39E-02 0.19
60 x 60 3.56E-04 2.01 6.46E-04 2.01 5.73E-02 0.13 3.59E-02 0.49
80 x 80 1.98E-04 2.03 3.60E-04 2.03 5.38E-02 0.22 3.00E-02 0.61
10 x 10 9.14E-05 - 1.75E-04 - 2.96E-02 - 9.28E-03 -
20 x 20 7.60E-06 3.58 1.63E-05 3.42 1.13E-02 1.39 2.16E-03 2.10
Q% 40 x40 8.93E-07 3.08 1.83E-06 3.15 4.18E-03 1.43 6.21E-04 1.79
60 x 60 2.61E-07 3.02 5.32E-07 3.05 232E-03 145 3.01E-04 1.78
80 x 80 1.10E-07 3.01 2.22E-07 3.03 1.52E-03 1.46 1.82E-04 1.74

In Tables 5 and 6, we show the approximation results of |le,| and ||ey]|| for other three
kinds of boundary conditions. We can observe the expected optimal convergence rates for the
Neumann B.C. and mixed B.C. when k = 1,2, and for the G-Dirichlet B.C. when k = 2, which
confirm our theoretical results discussed in Remark 3.16-3.17.

For the G-Dirichlet B.C., since the projection Py does not exist when & = 1, then we cannot
construct the numerical flux as (33). Therefore, we simply use the exact boundary conditions to
define the boundary numerical flux % and @ in this case, i.e., Ule = gple, W|e = hple. However,
we can clearly see that about half order is lost for both ||e,|| and ||e,|| when k= 1.

To further illustrate the special choice of the numerical boundary conditions is necessary in
our implementation, we test again the Example 4.2 for the four types of boundary conditions.
We choose the standard L? projection of exact boundary conditions to replace the projection
Par, Py, and Pp in the boundary fluxes (32)—(35). The approximation results are shown in
Tables 7 and 8, from which it is hard to see the optimal convergence rates, especially for the
case of the G-Dirichlet B.C. and the mixed B.C..
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Table 5: L? errors ||e,|| and orders for Example 4.2 with the G-Dirichlet, Neumann and
mixed boundary conditions using QF polynomials on a uniform mesh of N x N cells.

G-Dirichlet B.C. Neumann B.C. mixed B.C.
N x N
llew]] order llew|| order lleu||  order
10 x 10 9.18E-02 - 3.23E-02 - 2.57E-02 -

20 x 20 7.27E-02  0.33 9.90E-03 1.70 8.18E-03 1.6
Q' 40 x 40 0.42E-02 0.42 2.62E-03 191 2.18E-03 1.90
60 x 60 4.50E-02  0.45 1.18E-03  1.96 9.88E-04 1.95
80 x 80 3.38E-02  0.50 6.68E-04 1.98 5.61E-04 1.96
10 x 10 1.08E-04 - 1.11E-04 - 1.17E-04 -
20 x 20 9.36E-06  3.52 9.29E-06  3.58 9.40E-06  3.64
Q% 40 x 40 9.81E-07 3.25 9.52E-07  3.28 9.58E-07  3.29
60 x 60 2.77E-07  3.11 2.69E-07 3.11 2.70E-07 3.11
80 x 80 1.14E-07  3.07 1.11E-07  3.05 1.12E-07  3.05

Table 6: L? errors ||e, || and orders for Example 4.2 with the G-Dirichlet, Neumann and
mixed boundary conditions using Q* polynomials on a uniform mesh of N x N cells.

G-Dirichlet B.C. Neumann B.C. mixed B.C.
N x N
llewl| order lew]|  order llew|]|  order
10 x 10 7.48E-02 — 4.27E-02 — 3.12E-02 —

20 x 20 6.95E-02  0.11 1.25E-02 1.76 9.74E-03  1.68
Q' 40 x 40 0.16E-02  0.42 3.29E-03  1.93 2.57E-03  1.92
60 x 60 4.25E-02 048 1.47E-03  1.97 1.15E-03  1.97
80 x 80 3.69E-02  0.49 8.33E-04 1.98 6.52E-04 1.98
10 x 10 1.73E-04 - 1.64E-04 - 1.61E-04 -
20 x 20 1.70E-05 3.34 1.58E-05  3.37 1.58E-06  3.35
Q? 40 x 40 1.90E-06  3.15 1.80E-06  3.13 1.81E-07 3.12
60 x 60 5.47E-07  3.07 5.25E-07  3.04 5.27TE-07  3.04
80 x 80 2.27TE-07  3.04 2.20E-07  3.02 2.21E-07  3.02

5 Concluding remarks

In this paper, we analyze the UWLDG method solving time-dependent linear fourth-order
equations with four types of boundary conditions. By designing elaborate numerical fluxes
together with some penalty terms and constructing suitable projections, stability and optimal
error estimates are derived, which are valid for one- and two-dimensional problems. Numerical
experiments are presented to illustrate the sharpness of theoretical results. The treatment of
various boundary conditions of this work would be helpful for solving other practical engineering
problems involving complex boundary conditions. Extensions to other high order equations are
left for future work.
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Table 7: L? errors ||e,|| and orders for Example 4.2 with four types of boundary conditions
using OF polynomials on a uniform mesh of N x N cells. Take the L? projection of exact
boundary condition as boundary flux.
Dirichlet B.C.  G-Dirichlet B.C. Neumann B.C. mixed B.C.
llewll order llewll order llewl order llew]|r order
10 x 10 1.00E-03 - 6.86E-02 - 4.20E-02 - 4.33E-02 -
20 x 20 3.09E-03 1.69 6.79E-02 0.01 1.31E-02 1.67 1.22E-02 1.82
Q' 40 x40 821E-04 191 5.33E-02 0.35 3.51E-03 1.90 3.13E-03 1.96
60 x 60 3.63E-04 2.01 447E-02 043 1.58E-03 1.96 1.41E-03 1.96
80 x 80 2.02E-04 2.03 3.87E-02 049 8.97E-04 1.97 &8.10E-04 1.93
10 x 10 9.43E-05 - 2.81E-04 - 1.62E-04 - 1.10E-03 -
20 x 20 8.02E-06 3.55 1.11E-05 4.65 1.18E-05 3.76 1.69E-04 2.69
0? 40 x40 9.20E-07 3.12 1.04E-05 0.09 1.05E-06 3.48 1.72E-06 6.61
60 x 60 2.77E-07 2.95 8.20E-07 6.26 2.90E-07 3.19 4.38E-07 3.38
80 x 80 1.17E-07 2.99 791E-06 -7.87 1.43E-07 2.45 5.13E-07 -0.55

N x N

Table 8: L? errors ||e, || and orders for Example 4.2 with four types of boundary condi-
tions using QF polynomials on a uniform mesh of N x N cells. Take the L? projection
of exact boundary condition as boundary flux.
Dirichlet B.C.  G-Dirichlet B.C. Neumann B.C. mixed B.C.
lew]| order llewll order llewll order llew]]  order
10 x 10 1.85E-02 - 5.99E-02 - 5.60E-02 - 4.54E-02 -
20 x 20 5.66E-03 1.71 6.49E-02 -0.11 1.65E-02 1.76 1.32E-03 1.78
Q! 40 x40 1.49E-03 1.92 5.07E-02 0.35 4.33E-03 1.93 3.43E-03 1.94
60 x 60 7.07E-04 1.83 4.21E-02 045 1.94E-03 1.97 1.54E-03 1.97
80 x 80 3.73E-04 2.22 3.67E-02 047 1.10E-03 1.98 &.97E-04 1.88
10 x 10 2.12E-04 - 2.51E-04 - 2.13E-04 - 3.90E-04 -
20 x 20 3.97E-05 241 192E-05 3.70 1.81E-05 3.55 1.21E-04 1.68
Q? 40 x40 1.52E-05 1.38 2.04E-05 -0.08 1.88E-06 3.26 4.54E-06 4.74
60 x 60 3.55E-06 3.59 1.36E-06 6.67 5.39E-07 3.03 &.57E-07 4.11
80 x 80 2.94E-06 0.65 6.78E-06 -5.58 2.28E-07 2.99 1.01E-06 -0.58

N x N
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Appendix A Proof of a few technical lemmas

A.1 The proof of Lemma 3.11

Proof. e The proof for (55a) : K € Qf.
By (37), we have the following specific expression of Bg (1, p)

8
kwp) = Y T (nw,p), K =Kij € Qf, (A.60)

m=0
where T}4 (nw, p) are defined by (38). Since II is a polynomial preserving operator up to k, then
(55a) holds for each w € Q¥(K). Thus, we only need to consider the cases

’ll)((lf,y):karQ, yk+27 z Yy, vy z, T y Y . (AG]')

For w(z,y) = 2**2, since it only depends on z, we have ITw = Py, (z**2). Clearly, (), = 0.

Then, by the definition of Py, we have

Tvzr{(nva) - 07 m = 17 27 5> 67 77 8’ / (w - Hw) prxdxdy =0.
K,

ij

In addition, we use integration by parts to find that

ij
A substitution of above results into (A.60) leads to

Bk (nw,p) =0, if w(z,y) = 2"

For w(x,y) = yx**!, we have ITw = yPyy, (zF*1), hence

T’rzrg(nlmp) = 07 m = 17 27 576’ / (w - Hw) pmdmdy = 0
K

ij

Besides, we use integration by parts twice to find that

/K (w — TTw) pyydady = — Ty (w, ) — T4 (s 2) — T2 (1w D) — T (1hws D)

ij
Substituting above results into (A.60), we get

Bg (nw,p) =0, if w(z,y) =y

k+1 the proofs are analogous, and thus omitted. This

For w(z,y) = y*+2, y**lz, 2*+1 and y
finishes the proof of (55a).
e The proof for (55b) : K € QY.

We take K = K7; as an example. By (51c)—(51d), we have
5 ~ ~
By, (o, ) =Y Tt 0hwsp) + (T" + T3+ T3") (1w, p), (A.62)
m=0
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where T} (1w, p), m =0,1,2,3,4,5,7 are determined by (38) for i,j = 1, and

(n)y (2,91) (.97 ) dr.

1

fél(nw,p)——/](nw)x(wg,y)p(xgay)dy, fs”(nw,p)——/l

1

k+2

We still only need to consider the cases in (A.61). First, for w(z,y) = 2", we have Ilw =

Par, (2%72), (4)y = 0. Therefore,
Tyl (sp) =0, m=1,2,5.7, T (nu,p) =0, / (w = Tlw) pyydady = 0.
K1
We use integration by parts to find that

/K (w — Tw)py, dedy = T3 (N, p) — Ti* (Nw, D).
11

Substitute above results into (A.62) to get

Bry, (s p) = Tet (nw, p),  if w(z,y) = "2,

Next, we consider w(z,y) = zy"™. Clearly, Ilw = zPy, (y**1). By the definition of Py, we
immediately have

Trlnl(nuhp) = 07 m = 37 47 77 /]{ (w - Hw)pyy dxdy = 0
11
Furthermore, using integration by parts twice, we arrive at
/ (w = Tw)pg, dedy = — (T + Ty + T3 + Tg") (0w p)-
K11

A substitution of above results into (A.62) gives us

By, (s p) = T3 (), if w(z,y) = oy (A.63)
Similarly, it is easy to check that

Brcy, (M, p) = T¢* (M, p),  if w(z,y) = 2", gkt

Bk, (nw,p) = T811(77w7p)7 if w(x,y) = yk—}—l’ yk+2-

Finally, we conclude that for all w € Pk+2, there are at most two nonzero terms fﬁn(nwap) and
T3 (0w, p) in Bi,, (w,p), L.,

By, (w; p) = —/ ) da.

(m)e (2, 9)p (e, ) dy — / () (2,51 )p (5T
J1 2 2

1
2 I 2

For other boundary elements, we can use a similar analysis as above for the case of Kij.
Therefore, to derive (55b), we need only to sum over the results derived by all K in Qg, and
this completes the proof of (55b). O
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A.2 The proof of Lemma 3.12

Proof. ¢« K € Q{L
For interelements K € Q! using the same analysis as that in the proof of (55a), we can
easily obtain
Bx (Nu,q) =0, YueP2 KeQl.

e Ke Q?r
For the boundary elements K € Q?L, without loss of generality, consider K = K71 as an
example. By (51a) and (51b), we get

4
Bry, (uyq) = (Tg" + TV + T3 + T3+ T3 ) (s ) + Y Spl(u, ), (A.64)

m=1

where T} (ny,q), m =0,1,3,5,7 are determined by (38) for 4, j = 1, and

St (u,q) = — /11 (s (. 3) = P, (g (.9y)) ) ale, ) de
53 w0) = [ () = Pus () ) 40}
) = = [ (w(ry0) ~Pag (st ) (e )
St (u.q) = /J (ulwy.v) = P, (ulwy,w) ) as () dy.

We still only need to check the cases in (A.61), since Py and II are all polynomial preserving
operators up to k.

For u(z,y) = 2*2, we have Ilu = Py, (**2), then u, = (Iu), = 0. Hence, combining
with the properties of the Py, we have

T 0y q) = T3 (10, 9) = T7 " (s q) = St (u,q) = 0, / (u — TTu) grzdady = 0.
K11
Furthermore, using integration by parts, we can find that,
/ (u —Tlu) qyydady = —T5" (nu, q) — 53" (u, q)-
K1
In addition, since P;; is polynomial preserving for k£ > 1, then
11 _ k+1
S8 (u,q) = —/J ((k+2) ()"~ Py, ((k+2) (2
1

Sitwa) = [ (@) =P (@) asla

~
IS
<
Il
o

Collecting above results into (A.64), we obtain

Br,, (M, q) =0, ifu= aars
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For u(z,y) = yz**1, Tlu = yPy, (z¥+1). Then

T (q) = 0, T2 (narq) = O, /K (1 = TTu) g dardy = 0.
11

Again, the fact Pys is polynomial preserving for £ > 1 leads to
St wa)=— | (G4 D) =P (kD (23)"9) (o] ) dy =0,
Si'(u,q) = /J1 (@) =P, (@)"9)) s(wf9) dy = 0.

Using integration by parts twice, we can find that
. Ty = T ()~ T )57 .0) = 5 0.

Substituting above results into (A.64), we arrive at

BK11 (777“ Q) =0, if u(may) = ykarl.

For other cases u(z,y) = y*+2, zy#+1 2F+1 yk+1 the proofs are analogous. Therefore, we have

Bry, (Mu,q) = 0, Yu € P*2. Analysis for other boundary elements K;; can be performed
similarly. This completes the proof of (56). O

A.3 The proof of Lemma 3.13

Proof. ¢ K € Q,IL

Since k > 1, by the Cauchy—Schwarz inequality, the approximation property of the projec-
tion II, trace and inverse inequalities, we can establish the following rough estimate: for any
v e H*Qy) and K € Qf,

| Bre (0, 0)| < ol 182Nk + Cllnoll oz 1 Vollox + ClIVaulloz Ipllox
_ 3 _3 1 _1
< CR?||v]l2,xh2|lpll x +Ch2 o]l gh ™2 Ik +Ch2 o]l zh ™2 [lp]lx
< Cllvlly zlIpllk . (A.65)

where K = {Kit1j, Ki—1j, Kij, Kij—1, Kijt1}. Let x be any polynomial of degree at most
k+ 2, by (55a) in Lemma 3.11, we have

Bk (ny,p) =0, ¥Yp € Wy,
Then, by the linearity of operator Bx(-,p) and the estimate (A.65), we get
Bi (nw; p) = Bk (nw; p) — Br (ny, p) = Br (- p) < Cllw = xlly zlIpllk.
Consequently, for all K € Q,Il

: k+1
| Br (1w, p)| < Cxel,g,fw lw = xlly gllpllx < CA™lwll, 5 7Pl (A.66)
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which produces
Y 1Br(nw,p)l < CH*w]lks]lp]l. (A.67)
Kel
e KcQ).
We take the element K = Kj; as an example. Recalling (A.62), we split Bx,, (y,p) into
two parts

BKu (ﬁwap) = AK11(77w7p) + AVKM (Uw,p),

where

Ay, (,p) = > T 0w p) + T3 (s )5 Axcyy (o 2) = T3 (s ) + T3 (s ).

m=0

Notice that we have checked that Ag,, (1,,p) = 0 holds for any x € P¥+2(K1;) in the proof of
(55b), then A, (nw,p) can be estimated by using the same skill as that for interelements in
(A.66). It reads,

| Asery (00, p)| < CHM w9l (A.68)

where I/(\l/l = {Ko1, K11, Ki12}. By Young’s inequality, we have

3

~ h
A w,P)| < —
’ Kll(n p)’ — 2]€ Jl

ks
/ |(Mw)y :L' yl)Qdac+2h3/ ]p(:l:,yg)\Qda:.

Furthermore, using the trace inequality and the approximation properties of II, we obtain

[ 1)t )Py < Nn)alBic, < CH il .
1

(O (] ) Py + 5%

573 \p(x;y)\zdy

f |(7)y (2, g)l dz <||(w)yl3x,, <CP*Hwlis -
1

Therefore, we arrive at the estimate of A Ku(nw, as

A 2k+2 2 2 +
Ao e IS CH 0l 5% [ ot )Py ot [ ity e
Combining the above estimate with (A.68), we get

| Brcy, (w, 0)| < O H|wlly o Ipll + CR* 2wl

2h3/ p$17y|dy+2h3/|pxy1 2d$

For the cases of other boundary elements, similar estimates as (A.69) can also be derived.
Summing over all elements in Q%, we deduce that

1

k k

> 1B p)l < CHE Y wllyy z P+ CR2 Y flwlfi e +55(),
Ke) KeQ) Ke)

(A.69)

1
< CR ksl + CR* 2wl + 5S), (A.70)

where K C Qy, denotes the union of K and all of its neighbor elements in €. The expected
estimate (57) follows by combining (A.67) and (A.70). O
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A.4 The proof of Lemma 3.14

Proof. ¢« K € Q{L
By Lemma 3.12, we know
BK (77X7 ) = Oa VX € Pk+2(K>7 qc Wh-

And we also have the rough estimate as in (A.65), it reads
Yv € Hz(Qh), K eQy, ge Wy,

Bk (o, a)| < Cllvlly zllallx,

Hence, using the same argument as that in the proof of (A.66), we arrive at
|Brc (1, @)| < CH Y |ully 5 gllallx, YE € Q. (A.71)
e Ke).
We still take K77 as an example and recall the expression of Bg,, (1, q) in (A.64),
4
Brey, (0, q) = (15" + T + T3t + T34+ T3 (uy @) + ) S (u,9)
m=1

Similar to the proof of (A.65), it is easy to get
‘(TOH + Tl11 + TZ»H + T511 + T7H)(77u, Q)’ < CHUHQJF(; HQHKH'
In addition, by the Cauchy-Schwarz inequality, approximation property of the one-dimensional

projection Pz, trace and inverse inequalities, we obtain
)l llaCy)lin

)‘ < H“y(ay%) - PMz (Uy('ayl 1
+lua(zs, ) = Pag, (e (@1, ) Ln g, )l

51 (u, q) + S5' (u,
3
+lua(@ s, 2,0 ) lallox,

< Ch2(\|uy( yl)
< Ch2 HU||4,K11||(]HK117
and
195" (u, q) + 3™ (w, @) < [Imul-,y ;)Hh”%( y;)llhﬂlm(%g )thqu(ivu')HJl

< ”77UHBK11 : (qu”aKu + Hqﬂﬁ”aKu

Thus, we arrive at the rough estimate for By, (nu, ) as
‘BKll (nu’ Q) ’ < C||u||47f(\1/1 HQHKH .

From Lemma 3.12, we also know
By, (ny:q) =0, ¥x € PM2(K11), g € W,

then using a similar argument as that in the proof of (A.66) again, we can obtain
k
’BKll (77U> Q)| <Ch +1||u||k+5j(‘1/1 ||q”K11'

Analogously, we can check that, for any other boundary elements K;; € Q%, the above estimate
(A.72)

holds, i.e.,
‘BKU' (an)‘ < Chk+1“u‘|k+5j(;“q”lﬂjv VKZJ € QO?
O

where f(\; C Qj, denotes the union of Kj;; and all of its neighbor elements in €)j,. Therefore
the estimate (58) follows by combining (A.71)—(A.72) and summing over all K € Q.
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